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 Recent trend of three-dimensional (3D) display technologies is very interesting in that 

both old-fashioned and up-to-date technologies are actively investigated together. Release of the 

first commercially successful product of 3D display raised new research topics in stereoscopic 

display. Autostereoscopic display renders a ray field of 3D image whereas holography replicates 
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a wave field of it. Many investigations are conducted on those next candidates of commercial 

product to resolve existing limitations. Up-to-date see-through 3D display is a concept close to 

an ultimate goal to presenting seamless virtual images. Though it is still far from practical use, 

many efforts are made to resolve issues like occlusion problem. 

OCIS codes (110.2990) Image formation theory, (100.6890) Three-dimensional image 

processing 

 
◊Data sets associated with this article are available at 

http://midas.osa.org/midaspre/item/view/1012?key=a3d6VGVGRlUzZEZKdw==. Links such as 
“View 1” that appear in figure captions and elsewhere will launch custom data views if ISP 
software is present. 
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1. Introduction 

Three-dimensional (3D) display has a long history starting from the first suggestion of a 

stereoscope by Wheatstone in the mid-19
th

 century [1] through active inventions of various 

autostereoscopic technologies in the late 19
th

 and early 20
th

 centuries, an era of holography in the 

1960‘s and 1970‘s and adoption of digital devices today. Though most of basic ideas have been 

proposed more than tens of years ago or even hundred years ago, none of them are without 

critical issues that are obstacles to catch a mass market. Since late 1990‘s, a development in 

digital devices led to a widespread of flat panel display (FPD) especially based on the liquid 

crystal (LC) technology. It was a catalyst to the research on implementing commercially 

acceptable 3D display again. From Fig. 1, the recent research trend on 3D display can be inferred. 

It is interesting to see that research on autostereoscopic displays including parallax barrier, 

integral imaging (InIm) and lenticular lens has grown continuously starting from the year around 

2000 when the LC display (LCD) became popular. Especially, parallax barrier, which is more 

suitable for implementation with LCD, shows steeper increase compared with other 

autostereoscopic technologies. Despite increasing research interest and demand from market, up 

to a few years ago, it was a major opinion that 3D display was still far from mass 

commercialization. 

Recent few years will be marked as ―historic‖ in the history of 3D display because, for 

the first time, several major manufacturers in the display industry started to supply successful 

commercial products based on the stereoscopy to the massive market. Stereoscopy is a 

technology that has history of more than 170 years and there have been no notable breakthrough 
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other than researches and inventions conducted in its early decades. The only difference in the 

circumstance is that a value chain of the industry started to work with 3D films, which became 

common and popular in ordinary theaters after the success of a monumental movie 'Avatar'. 

Commercialization revealed new issues of stereoscopy in the aspects of product and 3D became 

again a very active research topic now. Nowadays the research trend in the field of 3D display is 

very interesting: old-fashioned technologies such as stereoscopy and science fiction movie-like 

fancy technologies are actively and popular together as research topics. This phenomenon comes 

from a larger time lag of commercialization to latest technologies compared with other industries. 

In this tutorial paper, recent research interests of 3D display will be outlined covering both 

product-focused and up-to-date technologies. 

2. Depth cues in perceiving 3D images 

Human visual system (HVS) perceives 3D information of an input image by various 

depth (or distance) cues which can be categorized as psychological and physiological cues. 

Psychological cues are associated with a process inside a brain to analyze visual information 

based on the trained experiences. HVS can infer rough 3D information from even two-

dimensional (2D) images such as ordinary photographs with psychological cues if it does not 

include artificial contradictions or ambiguous relationships. In contrast, physiological cues are 

information related to a physical reaction of human body when 3D image is given to HVS. 

Physiological cues can provide more exact 3D information without ambiguity. The objective of 

3D display is to reproduce 3D image by using various depth cues to stimulate HVS. 

Psychological cues include linear perspective, overlapping, shading and texture gradient, 

and so on. These representative psychological cues are described in Fig. 2(a) and they are trained 

through everyday life. Of course, they are not all of the psychological cues but countless 
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empirical data is also used to analyze an image. However such an image-based approach always 

involves ambiguities and errors because it could not provide complete real depth information. 

With only psychological cues, it is understanding of 3D information rather than feeling it. 

Because of such ambiguities and errors, investigations on extracting depth information from 

single 2D image based on psychological cues do not show satisfactory results yet. If a display 

system is to be categorized as 3D display, it should provide not only psychological but 

physiological depth cues. 

Figure 2(b) briefly describes reactions of human body related to a series of physiological 

depth cues. Binocular disparity or stereopsis, which is most prominent among physiological 

depth cues, is acquiring depth information from parallax appearing in two images obtained from 

left and right eyes. Because it gives most part of 3D information that can be obtained from 

physiological cues, early 3D displays based on a binocular disparity. Stereoscopic or 

autostereoscopic displays are categories that use only binocular disparity among physiological 

depth cues. Actually, the term ―autostereoscopic display‖ itself only means that it can give 

stereopsis without any special apparatus hence it does not imply a restriction to other 

physiological cues. However it is usual to classify 3D displays with other physiological cues as 

volumetric display. Though stereoscopic or autostereoscopic displays provide sufficient 3D 

information to observers, visual fatigue or discomfort was always a challenging issue of using 

them as a commercial 3D display. It is still unclear what really causes it however researchers 

believe that conflicts between information obtained from artificially produced cues may be a 

reason. There are other physiological cues such as ocular convergence and accommodation as 

shown in Fig. 2(b). Ocular convergence is a reaction to rotate ocular globes to create a fixation 

point at a location of 3D object in interest. Accommodation is to control an eye lens to make 
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clear image of 3D object on retina. In stereoscopic or autostereoscopic displays, convergence is 

usually satisfied while accommodation is always not because the images are in focus on the 

display. It is believed that such conflict can be a reason of visual fatigue [2]. Other than such 

accommodation-convergence mismatch, error in vertical disparity and crosstalk between left and 

right images can disturb stereoscopic relationship and they can be other reasons to visual fatigue 

[3]. Many investigations are conducted to reduce or eliminate such issues in stereoscopic or 

autostereoscopic displays however there is no definite way yet. Volumetric display such as 

holography is an approach to resolve such issues by providing all of physiological depth cues. 

Though it is a definite way to deal with visual fatigue, it requires huge amount of information in 

implementation. Hence it is more future technique in a roadmap of 3D display. 

3. Stereoscopic 3D display technologies 

Stereoscopic 3D display technologies use special glasses to induce binocular disparity 

and convergence by providing different left-eye and right-eye images to the observer. Generally, 

they are categorized according to the types of the glasses – LC shutter glasses and polarization 

glasses. Recently, with the improvements of FPD technologies, the stereoscopic 3D display 

could reach the level of commercialization and several stereoscopic 3D products are on sale in 

the market. One of the most advantageous features of those stereoscopic 3D products is that they 

can be made using the existing FPD manufacturing processes and therefore require a little 

additional cost. As a result, the stereoscopic 3D products are regarded as an important step in the 

advance for the popularization of 3D display technologies. By now, there are three stereoscopic 

3D display technologies adopted or to be adopted in the 3D monitors and TVs. Among them, one 

requires LC shutter glasses while the others need polarization glasses and polarization 

modulators for the additional 3D devices. In this section, the basic principles and structures of 
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the above three technologies will be reviewed and their pros and cons will also be compared. 

Although the stereoscopic 3D display can be realized using an LCD, a plasma display panel 

(PDP), or an organic light emitting diode (OLED) display, the review in this section is based on 

the case of stereoscopic 3D LCD since most of the stereoscopic 3D products use LCD panels as 

display devices. 

The first one to review is a 3D technology with LC shutter glasses. The LC shutter 

glasses are composed of two active LC shutters which can open and block the observer‘s left-eye 

and right-eye separately. With the operation of LC shutters, the glasses can make the observer 

watch images displayed on the display panel only through the left-eye or right-eye. As a result, if 

the display panel shows the left-eye and the right-eye images in different frames in a 

synchronized manner with the operation of LC shutter glasses, the observer may feel the 

binocular disparity and convergence from the recognized images. For realizing a stereoscopic 3D 

display with the above principle, a display device with frame-rate higher than 120 Hz or 240 Hz, 

a wireless protocol for connection and synchronization of LC shutter glasses with display device, 

and a technology for fast LC shutter are required. These devices are already commercialized. 

Therefore, it is possible to realize a 3D display with LC shutter glasses with minimum additional 

cost. However, there are some factors to be regarded in arranging the left-eye and the right-eye 

images in different image frames. In case of using an LCD panel as a display device, the left-eye 

and the right-eye images are switched in a sequence of line by line (progressive scan). Hence it is 

needed to add a separation frame between the left-eye and the right-eye image frames.  As an 

image of separation frame, a black image is commonly used and an additional backlight 

operation such as scanning or blinking can be added to enhance the quality of 3D images. Figure 

3 shows the principle of stereoscopic 3D display with LC shutter glasses using 240 Hz LCD 
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panel with a sequence of Left-eye image frame  Black frame Right-eye image frame  

Black frame (LBRB) operation and an additional backlight operation [4, 5]. 

Since the left-eye and the right-eye images are displayed in different frames using all 

pixels in the display device, the 3D technology using the LC shutter glasses has no resolution 

degradation in displaying 3D images. In other words, current 3D monitors or TVs using LC 

shutter glasses can realize a Full-HD (1920 x 1080 pixels) 2D and 3D images. Since the 

resolution is one of the key factors of image quality, the 3D technology using LC shutter glasses 

has an advantage in this aspect. Moreover, the LBRB operation can be adopted by a minor 

revision of image processing unit in the 2D LCD module. As a result, the 3D technology with 

LC shutter glasses requires a minimum level of change in the structure of 2D LCD module and 

becomes a most practical solution for 3D products. However, the technology also has some 

issues to be improved. At first, due to the inserted black image frames and shuttering operations 

in glasses, the luminance of the 3D image reduces to lower than quarter of that of 2D image. 

Secondly, in case of slow LC response, a residual image of the black image (no image) frame 

can remain and become a cause of 3D crosstalk, i.e., the overlapping of the left-eye and the right-

eye images. The backlight operation such as scanning or blinking is to prevent the 3D crosstalk 

by compensating the incomplete response of LC. The last one is that the weight and the price of 

LC shutter glasses are higher than those of polarization glasses due to the adoption of electronic 

devices. Therefore, researchers are trying to make progresses on the above issues and recently a 

3D TV with LC shutter glasses and 240 Hz UD (3840x2160) LCD panel has been exhibited in 

Display Week 2011 by Samsung Electronics. 

The next two stereoscopic 3D display technologies use polarization glasses to induce the 

binocular disparity and convergence. The basic principle of those methods is to adopt a 
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polarization modulator in the display device to make the left-eye and the right-eye images have 

orthogonal polarization to each other. Therefore, the polarization glasses are composed of two 

polarization filters to separate the left-eye and the right-eye images with orthogonal polarizations. 

In modulating the polarization of the left-eye and the right-eye images, there are two different 

methods – spatial modulation and frame modulation. The former one is called a patterned 

retarder (PR) while the other is known as active retarder (AR) or shutter in panel (SIP). The 

principle of PR method is to display an interleaved mixture of the left-eye and the right-eye 

images and to impose the polarization of them using a PR. Since the LCD panel itself has a 

linear polarizer on its top (front) surface, it is possible to make the left-eye and the right-eye 

images have left-handed and right-handed circular polarizations by inducing phase retardations 

with π-difference. Since it is common to arrange the left-eye and the-right eye images to have 

only odd or even pixel lines (line-by-line arrangement) the PR needs to have same structure and 

to be aligned with high accuracy to prevent the 3D crosstalk. Figure 4 shows the structure and 

principle of the PR technology [6]. 

In the example of Fig. 4, the LCD panel is assumed to have 8 pixel lines and the left-eye 

and the right-eye images have 4 pixel lines each. However, for current 3D TV with PR 

technology, an LCD panel with a Full-HD resolution is commonly used and the number of pixel 

lines for each eye‘s images is 540. The PR method does not need to insert the black image frame 

and the luminance of 3D image is almost two times higher than that of the 3D technology with 

LC shutter glasses. Moreover, the slow response of LC does not affect the 3D crosstalk since the 

left-eye and the right-eye images are displayed in a single frame. The use of lighter and cheaper 

polarization glasses is another attractive point and the use of circular polarization to separate the 

images allows the observers to rotate their head without a concern of luminance degradation. In 
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spite of those advantages, the early models of PR technology used a glass PR filter with a high 

manufacturing cost and resulted in only a small volume of sales. In this year, with a new 

technology (by LG Display) to replace the glass PR with a film PR (FPR), the manufacturing 

cost of FPR 3D TVs was considerably reduced and the price of them is lower than the 3D TV 

with LC shutter glasses, while the above advantages are conserved. 

The 3D resolution of FPR method is still under discussion. Although it is clear that the 

left-eye and the right-eye images have half numbers of pixel lines, there are two opinions in 

opposite positions. The first one is that the 3D resolution of FPR 3D TV is same as that of the 

left-eye and the right-eye images and is only half of 2D resolution. In other words, an FPR 3D 

TV with Full-HD LCD panel has a half Full-HD 3D resolution with 540 pixel lines. The 

manufacturer of 3D display with LC shutter glasses is supporting this opinion. In contrast, the 

manufacturer of FPR 3D display is claiming that the 3D image recognition is done by a 

combination of the left-eye and the right-eye images and therefore has a Full-HD resolution with 

1080 pixel lines. A demonstration has been proposed by the FPR manufacturer to count the 

number of lines with moving the 3D image by one line each time and the result was that 1080 

movements were counted. Several organizations such as Interteck and the 3
rd

 Institute in China 

and Verband Deutscher Elektrotrchniker (VDE) in Germany have verified the above 

demonstration, while another organization, Consumer Reports in USA, is in a negative side 

about it even though they listed the FPR 3D TV at No. 1 position in performance test among the 

3D TVs sold in USA. 

The last stereoscopic 3D display technology which is called AR or SIP requires passive 

polarization glasses but a time-sequential polarization modulator. The basic principle of AR or 

SIP technology is to display the left-eye and the right-eye images in different frames with 
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orthogonal polarizations and those images are seperated by polarization glasses [7]. For that 

purpose, the time-sequential polarization modulator needs to operate with speed faster than 120 

Hz and the display device has to be synchronized with it as shown in Fig. 5. 

With the structures and principles above, it can be thought that the polarization glasses 

and the AR have the same role as the LC shutter glasses. Therefore, the 3D TV using AR 

technology can provide a Full-HD 3D image with almost the same luminance as that of FPR 

method. However, similar to the case of LC shutter glasses, a special technique such as black 

image frame insertion may be required to synchronize the operation of AR with the switching of 

the left-eye and the right-eye images because of the progressive scan, and the luminance of 3D 

image may be reduced. Another weak point of the AR technology is that the manufacturing cost 

of AR or SIP itself is expected to be higher than others. Since the AR or SIP is also an active 

LCD panel with simpler structure, the 3D display with AR method is actually composed of two 

LCD panels. Considering that the LCD panel is the most expensive part of an LCD module, it is 

not easy for the 3D display with AR technology to achieve a competitive price. However, there 

are continuous researches on the AR or SIP technology for the next generation stereoscopic 3D 

products and recently 3D notebook PC, 3D monitor, and 3D TV based on the SIP technique are 

exhibited in Display Week 2011 (May 2011, Los Angeles, CA). 

Although each of the above stereoscopic 3D display technologies has its own pros and 

cons, there are a common advantage and a common issue to be improved for all of them. As 

described above, the most advantageous point is that the stereoscopic 3D products can show 3D 

image with high quality and low cost. However, the need of wearing 3D glasses is a major 

concern no matter what kind of the glasses are. The NPD Group in USA has announced that the 

42 percent of consumers who will not buy the 3D TV answered that the 3D glasses were not 
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comfortable to them. Therefore, researchers in 3D technology are trying to realize a practical 

autostereoscopic (without using glasses) 3D display. The details of autostereoscopic 3D 

technology will be reviewed in the following sections. 

4. Autostereoscopic 3D display technologies 

4.1. Lenticular lens 

The lenticular lens technology is to attach a one-dimensional array of lenticular lenses to 

distribute the pixels of display device to multiple viewpoints. The role of lenticular lens is to 

magnify and transfer the information of specific pixels to a designated position as shown in Fig. 

6. Therefore, the observers in different viewpoints can watch different images and binocular 

disparity, convergence, and motion parallax can be realized. However, since it is impossible for 

the observer to watch all pixels at once, the 3D resolution is reduced and there is a trade-off 

relation between the resolution of 3D image and the number of viewpoints. In spite of the above 

weak point, the lenticular lens technique is expected to be suitable for the early outdoor 3D 

digital signage because it can provide 3D images with high luminance. 

Since it is obvious that the resolution of 3D image should be reduced in lenticular lens 

system, there are two advanced techniques to compensate it. One of them is a slanted lenticular 

system to distribute the loss of resolution into both horizontal and vertical directions by slanting 

the structure of lenticular lens or rearranging the color filter of pixels [8]. The other is the LC 

lens technology which enables the lenticular lens display system to become a switchable 2D/3D 

display by generating or eliminating the lenticular lens electrically. In the early age, a refractive 

LC lens was commonly used for the above role. However, due to the problems which come from 

the thickness of the refractive LC lens, the researchers are trying to develope a practical 
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diffractive LC lens nowdays [9-12]. Figure 7 shows operations of 2D/3D lenticular lens using 

patterned electrode method developed by LG Electronics recently. The electric field at the part of 

lens edge is much stronger than electric field at center of lens. This non-uniform distribution of 

electric field causes non-uniform distribution of tilt angle of LC director and the refractive index 

distribution changes accordingly. 

4.2. Parallax barrier 

Parallax barrier is much similar to the lenticular lens in fundamental principle showing 

3D images. Instead of using lenticular lens sheet, parallax barrier adopts an array of vertical 

masks to show different views to left and right eyes. As shown in Fig. 8(a), if an array of vertical 

masks (or slits) was properly designed, there will be a certain viewing position where each eye 

can see only even or odd columns of pixels through slits between masks. Hence the left and right 

eyes watch different images composed by only even or odd columns of pixels and it stimulates 

stereopsis. Parallax barrier setup can be easily extended to a multi-view case by expanding a size 

of each mask. Roughly an array of vertical mask whose mask pitch is n times larger than pixel 

pitch of display panel gives n views. Parallax barrier has the same resolution reduction problem 

as a lenticular lens display because it also uses pixel multiplexing to impose left and right images. 

More severe problem is a reduction of brightness of images because it blocks light from pixels 

with masks to implement an autostereoscopic feature. And it becomes worse for a multi-view 

case because a total area of mask is increased. Despite those disadvantages, parallax barrier is 

popular autostereoscopic technology among manufacturers because it can be easily implemented 

without an additional optic element and give 2D/3D convertible feature by using LC panel as 

vertical masks. By simply displaying an image of array of vertical masks on additional LC panel, 

3D display mode is utilized. 2D display mode can be achieved by displaying a white image on an 
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additional LC panel. LC panel becomes just a transparent glass and the 2D image on a display 

panel behind is directly shown to an observer as shown in Fig. 8(b). Another advantage of 

adopting LC panel as an array of vertical masks is that it can be used to resolve a reduction of 

resolution. Basically a reduction of resolution comes from the situation where information of 

image is given only through the location of each slit. By continuously shifting an array of 

vertical masks with a step size of slit pitch, a full resolution of display panel can be perceived by 

an observer. Though it requires higher frame rate for display panels incorporated in a system to 

provide a natural afterimage without flickering, a series of investigations are conducted to 

resolve a reduction of resolution by using this scheme [13,14]. 

Sharp already tried to distribute commercial cellphones adopting a parallax barrier 

through a vendor NTT DoCoMo in Japan, 2002. However the result was not successful because 

of a lack of compatible contents. The second trial was made by Samsung Electronics in Korea, 

2007. A cellphone with parallax barrier feature was released by Samsung Electronics and it even 

had a stereo-camera to overcome a lack of contents. However the 3D display feature was not 

emphasized at all for marketing and it left no impressive mark in the history of 3D display. On 

June 2011, LG Electronics released a smartphone with parallax barrier and stereo-camera 

globally and 3D display feature is a main marketing point for this product. Many people believe 

that this third trial of commercial autostereoscopic product will be successful because of positive 

mood in 3D display industry and increasing number of compatible contents. 

4.3. Integral imaging 

Integral imaging, originally called integral photography, is a promising 3D display 

technique with more than 100 years of history [15]. It was the first proposal among 

autostereoscopic displays, such as lenticular lens method, parallax barrier method, integral 
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imaging, and even holography. Integral imaging uses an array of small lenses that are spherical, 

square or hexagonal to produce the 3D images which can provide both horizontal and vertical 

parallax, resulting from a 2D lens array. Unfortunately, the reason why integral imaging did not 

prosper in early days was that lens arrays were not economically feasible for practical use until 

World War II. Before then, a pinhole array, which is optically equivalent to the lens array, had 

been used for the most of integral imaging researches. However, the 3D image with low 

brightness, which results from the small pinhole aperture size, was not proper for a commercial 

use. Another reason that integral imaging was not attractive in the early years of invention was a 

recording device. The first integral imaging was ‗integral photography,‘ which was to record a 

complete spatial image on a photographic plate with horizontal parallax as well as vertical 

parallax. The method was a huge breakthrough for 3D display; however, all the methods of using 

photographic plate for recording and displaying an image were not suitable for moving objects. 

The bottleneck was overcome by mass production of micro lens array and development of active 

recording and displaying devices, such as high-resolution digital cameras and two-dimensional 

flat panel display device. Hence the technologies enabled integral imaging to evolve as the real-

time process system [16].  

The structure and concept of the integral imaging system are illustrated in Fig. 9. In 

pickup step, each individual lens or pinhole will record its own micro image of object, which is 

called elemental image and a large number of small and juxtaposed elemental images will be 

produced behind the lens array onto the recording device. In display step, the display device with 

elemental image is aligned with the lens array and a spatial reconstruction of the object is created 

in front of the lens array, which can be observed with arbitrary perspective within a limited 

viewing angle. Therefore, integral imaging suffers from inherent drawbacks in terms of viewing 
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parameters, such as viewing angle, resolution, and depth range due to limited resolution of the 

2D FPD and lens array itself [17].  

In spite of recent many advanced researches of integral imaging, most of them can be 

categorized into two methods, real/virtual display mode and focused display mode [18-20]. The 

difference of each mode, as shown in Fig 10, is the gap between 2D lens array and elemental 

image on the display device. In the focused display mode, the gap between 2D lens array and 

elemental image is equal to the focal length of the lens array. This was the original integral 

photography proposed in 1908 [15]. In this mode, the rays from each elemental image pixel are 

collimated by the corresponding elemental lens in ideal case, so the resolution of the recreated 

3D image is deteriorated, resulting from magnification of elemental lens. In regards of depth 

range of the focused display mode, in theory, it provides wide range of depth because the beam 

waist from each ray bundle is minimized at the lens array and it increases as the beam propagates. 

In this focused display mode, both real and virtual images can be integrated with about the same 

resolution. On the contrary, in real/virtual display mode, the gap is set to be larger or smaller 

than the focal length of the lens array. Therefore the image distance with good focus of image of 

each ray bundle from elemental image pixel is determined by the focal length of the lens array 

and the gap between the 2D lens array and the display device in accordance with the Gauss lens 

law. The recreated 3D image is formed around the image plane of the 2D lens array. Here the 

image plane is called the central depth plane (CDP). As the reconstructed point of the 3D image 

goes away from the CDP, beam waist from each ray bundle increases, which results in 

degradation of recreated 3D image. In other words, the real/virtual display mode is better in 

image quality of reconstructed 3D image around the CDP and the depth range of 3D image is 

limited around the CDP.  
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The limitation of viewing angle occurs when the elemental images are observed not 

through corresponding elemental lenses but through neighboring lenses. Each elemental lens has 

its corresponding area in the elemental image plane, and the elemental images should be placed 

inside the corresponding area in order to prevent cracking or flipping of reconstructed 3D image. 

The viewing angle is determined by the pitch of lens array and the gap between lens array and 

display device. The individual ray bundle from elemental image pixel can be distributed by lens 

array, so the number of perspectives within viewing angle is understood as angular resolution. If 

other conditions such as the pitch of elemental lens and the gap between lens array and display 

device are equal as the resolution of display device increases, then, integral imaging can provide 

more natural views because of high angular resolution density [21]. Super multi-view condition 

can be achieved when angular resolution density of individual ray bundle is high enough for 

providing number of views into the single eye [22].  

The distinctive feature of integral imaging compared to the lenticular lens method or 

parallax barrier method is to use 2D lens array. The 2D lens array structure enables both 

horizontal parallax and vertical parallax to be provided. However, the main trade-off for the full 

parallax is lower resolution of the reconstructed 3D image compared with previously mentioned 

autostereoscopic display techniques, such as lenticular lens method or parallax barrier method. 

This is the main reason why researchers in industry prefer one-way parallax, mostly horizontal-

parallax-only (HPO) method, rather than integral imaging. However, as the resolution of 2D flat 

panel display increases, the resolution of 3D image based on integral imaging is expected to be 

higher in near future. Therefore integral imaging can be an alternative, lying between 

stereoscopic display and holography. Another issue with regard of 2D lens array is the color 

moiré pattern, which can degrade the image quality of integral imaging [23, 24]. The color moiré 



 18 

pattern usually comes from the periodicity of overlapped similar structures of color pixel and 2D 

lens array. Typically the 2D flat panel device that provides elemental images expresses arbitrary 

color images by the combination of red (R), green (G), and blue (B) pixels. Although each pixel 

has individual arrangement and different sizes, they have periodicity. Because of similar 

periodicity of 2D lens array, the former interferes with the periodicity of 2D lens array. In such a 

case, a visible color periodic pattern (usually vertical lines) will be generated (In general, 

projection-type integral imaging is free from color moiré pattern problem.) [25]. To resolve the 

moiré pattern in integral imaging, some methods have been proposed as the alternatives. The 

simplest method is to break the periodicity of overlapped structures - a color pixel array or lens 

array. The former can be implemented by changing the layout of the color filter on flat panel 

display device [23], and the latter can be effective when slanted lens array is placed in 

juxtaposition with display device [24]. Because change of the layout of the color filter is 

hampered by a variety of restrictions, the slanted lens array method is a viable alternative to the 

color moiré pattern problem. Figure 11 shows the simulation results according to the rotated 

angle of the lens array on the display panel.  

Since the viewing parameters discussed above have trade-off relationship, the 

simultaneous enhancement of them is possible by manipulating each component of integral 

imaging. Some theoretical studies on these issues have been reported by using ray optic analysis 

as well as wave optic analysis [18, 26, 27]. Theoretical analysis for integral imaging performance 

was also quantitatively done [28]. In the following, we shall focus on reviewing recent 

researches to mitigate those issues. Display hardware system for enhancement of viewing 

parameters in integral imaging will be presented mainly.  
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One of the challenging problems in integral imaging is extending the viewing angle. 

Once the pitch of elemental lens and the gap between lens array and display device are set, the 

viewing angle is also determined. The viewing angle enhancement can be accomplished by 

enlarging the area in the elemental image that corresponds to each elemental lens or altering the 

structure of lens array. One of the best ways to deploy the elemental image area is using 

mechanical dynamic movement of lens array or barrier [29-32]. Moving the lens array in 

synchrony with a high speed update of the pixel content can increase the viewing angle [29]. 

Another approach for enhancing viewing angle without mechanical movement of optical 

components is to double the region of each elemental image by using orthogonal polarization 

switching [33]. Another recent approach to improve viewing angle of integral imaging is to 

apply adaptive elemental image by using head tracking system, which is effective only for a 

small number of users [34], as shown in Fig. 12(a). The methods to modify configuration of lens 

array or display device are noticeable [35-40]. A horizontal viewing angle of 66° for 3D images 

was achieved experimentally using curved lens array and screen as shown in Fig. 12(b) [37], and 

360°-viewable integral imaging system using flexible backlight was implemented [38]. Instead 

of changing total structure of lens array or screen, embossed screen for projection-type integral 

imaging was proposed [39]. The use of multiple axis telecentric relay system which allows the 

substantial increase of the field of view (FOV) of any micro lens provides the elemental images 

with proper directions, increasing the viewing angle of integral imaging [41]. A theoretically 

investigated research was reported by using a negative refractive index planoconcave lens array 

and inserting high refractive index medium between elemental image and lens array [42, 43]. 

Recently, enhancing the uniformity of the angular resolution within viewing angle by using 

boundary folding mirrors has been studied [21].  
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Resolution enhancement is mainly achieved by increasing the bandwidth of the 

information on the display device, which can be done by reducing pixel size of display device 

and using a temporal or spatial multiplexing scheme [44-47]. Recently, with the rise of 

development of 2D FPD device, a high definition display device is used for providing enhanced 

3D image resolution. However, electrically or mechanically moving lens array (pinhole array) 

method or rotating prism sheet method can be an alternative for better viewing resolution 

because there is a physical limit to the reduction of pixel size of display device [28, 29, 44, 45]. 

Spatial multiplexing method is mainly performed by tiling display devices for the entire 

elemental image as shown in Fig. 13 [46, 47]. In this case, alignment among elemental images 

and lens array arrangement is another important issue.  

Although integral imaging can provide depth range to some extent, the simplest way for 

depth range enhancement is to create multiple image planes (or CDPs) of elemental images by 

combining plural display devices because the depth range is formed around the CDP. Figure 14 

shows some examples of the configuration for enhancing image depth range. The depth range 

enhancement can be realized by mechanically moving the elemental image plane, stacking 

display devices, such as LCD or polymer dispersed liquid crystal (PDLC), and using a 

birefringent plate [48-55]. Another approach for depth range enhancement is to combine floating 

displays with the integral imaging [56-62]. By using a large convex lens or a concave mirror to 

display the image of an object to observer, the floating display method can provide an impressive 

feel of depth. Although the image source of integral floating display is provided by the integral 

imaging method, the reconstructed image produced by integral floating display has different 

viewing characteristics compared with the reconstructed 3D image by integral imaging method.  



 21 

2D/3D convertible display is an important issue for the penetration of 3D display market 

because it can be a stepping stone between 2D and 3D display. In integral imaging, various types 

of 2D/3D convertible display have been proposed as well. The key issue of 2D/3D convertible 

integral imaging method is controlling activation of the lens array or pinhole array. In one 

approach, the activation can be achieved by electrically controllable diffuser made of PDLC or 

transparent LCD panels [63, 64]. Finally, for controlling point light source array, various 

methods have been reported by using pinholes on a polarizer, light emitting diode (LED) array, 

plastic optical fiber array, an OLED panel, or a punctuated electroluminescent film [65-70].  

Recent progress of autostereoscopic displays is focused on the enhancement of 3D 

resolution as well as smooth parallax. Although integral imaging provides both vertical and 

horizontal parallax within limited viewing angle, low resolution resulting from full parallax is 

still a problem for practical use. Recently 21 inch 3D LCD TV with high definition (1280 × 800) 

was revealed, which is one of the most qualified integral imaging systems using 2D FPD. 

However, it is not practical yet because of the need of ultra-high definition (UHD) panel, the 

manipulation of micro lens array, and alignment issue between lens array and display device. For 

example, for achieving the resolution of 200 × 200 and the ray density per single elemental lens 

of 5 × 5, we need an XGA panel (1024 × 768) at the least. When it expands to the smooth 

parallax for natural views, UHD panel will be necessary for the same 3D resolution of 

reconstructed image. Currently available FPD, on the contrary, provides full HD resolution 

(1920 × 1080) and 120 or 240 Hz refresh rate. The resolution of 3D image is expected as the 

resolution of full HD or equivalent. However, the resolution remains as XGA resolution in 

practice even though UHD panel and fine micro lens array are used. Therefore, to process the 

high-density information of integral imaging in real-time, more than UHD display device, fast 
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LC response time with high speed driving circuit and micro lens manufacturing technology are 

necessary for mass production. As in the lenticular lens system, electrically controllable 2D LC 

lens array is a good research direction. 

5. Holography 

Holography was invented by Gabor as a new concept of electron microscopy [71]. This 

technique presents a feasibility in reconstructing signal waves with magnification. Then, 

holography has received lots of interests after the development of laser technology. Leith and 

Upatnieks proposed off-axis holography to separate a signal from its autocorrelation and 

conjugate with carrier frequency [72]. Various media for recording had been applied and 

developed in the same period. Volume hologram was invented by Denisyuk and it records 

interference on thick reflection hologram [73]. This invention was regarded as a work originated 

from a color photography plate by Lippmann [74]. 

The first digital hologram was computed and implemented by Lohmann and Paris [75] 

and the principle on digital holography was straightened out by Goodman and Lawrence [76]. 

Digital holography technology has powerful potential to record an optical wave and reconstruct 

it dynamically using electro-optical devices. Originally the digital holography meant 

reconstruction of hologram using computer. But, recently this terminology is widely used for 

representing holography using electronic devices or computers in either recording or 

reconstruction. Even though there are notable improvements for recording technique [77-79], it 

is regarded as impractical to capture an interference between reference wave and signal wave 

reflected from real dynamic objects. As computational power increases, computer-generated 

holography is expected to be a promising technology to provide contents for digital holographic 

display. 
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5.1. Principle 

Digital holography is realized with electro-optical devices for recording and 

reconstruction. Since most electro-optical devices have a rectangular sampling lattice, the signal 

measured or retrieved by them fundamentally follows the Whittaker-Shannon sampling theorem. 

Even though any band-limited function cannot be perfectly space-limited, it is possible to 

represent a band-limited function with a finite number of samples with practical accuracy. The 

product of the area of sampled space and its bandwidth is referred to as the space-bandwidth 

product (SBP). When the optical signal is reconstructed by digital holographic method, the SBP 

of this wave has a finite number and its value is equal to the number of sampling points in the 

electro-optical device retrieving the wave [80]. That is, if the number of sampling points is fixed 

in an optical system, the SBP is also determined as the same number. For example, spatial light 

modulators (SLMs) have a finite number of pixels and this number means its SBP. For a given 

SLM, it is impossible to increase the size of reconstruction image without the cost of its 

bandwidth.  

In holography an SLM is mostly applied as amplitude-only or phase-only modulation 

device for reconstructing a desired wave, even though the technique for realizing complex 

modulations has been studied and implemented. As Oppenheim and Lim pointed out [81], the 

phase in signals has more important meaning than its amplitude information especially in Fourier 

transform. In practice, there is a benefit to design a display system with Fourier transform since 

the autocorrelation of collimated reference is focused on a point and it may be easily filtered out. 

In Fourier transform, a view volume reconstructed by an SLM is bounded as a wedge shape as 

shown in Fig. 15 when we consider the overlap among higher-order diffraction terms [82]. The 

signal bandwidth free of aliasing is identified as Nyquist frequency and there is its replica array 
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arranged in rectangular lattice. Hence higher order terms determine a view volume in 3D space 

and inside it diffracted wave is displayed without conflicts by its replica.   

The displayed view volume has transverse and longitudinal resolutions since the SBP is 

finite. The resolution of the view volume is determined by the Fourier uncertainty relationship, 

meaning that the resolution is inversely proportional to the bandpass [83]. Since angular 

spectrum is a Fourier transform of the signal, the bandwidth at SBP can be understood as the 

bandwidth of angular spectrum. Therefore, the resolutions are given by 
0z A  in the transverse 

coordinates and 
2 2

08 z A  in the longitudinal coordinate, where   is the wavelength used for a 

digital holographic display system and 0z  is the distance from Fourier transform lens to the 

interested position in a view volume. The aperture size A  is regarded as the width of SLM that is 

equal to the width of sampled area.  

In a similar sense, the quality of reconstructed wave is delicately evaluated as a quality 

metric [84]. In general we assume that a point is reconstructed by an SLM without an additional 

optic devices or lenses. In this case, if a propagation distance is very small, the bandwidth of a 

reconstruction point is equal to the maximum bandwidth of the SLM but only small portion of it 

contributes to reconstruction in consideration of Nyquist frequency. On the other hand, if a 

propagation distance becomes large enough, its bandwidth decreases in inverse proportion to the 

distance. Therefore, a quality metric increases within some distance and then it decreases. The 

distance to get a maximum quality metric is determined by sampling interval and total size of the 

SLM. 

5.2. Issues 
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Even though digital holographic display is regarded as an ideal three-dimensional display, 

there still remain several issues to overcome. In this paper, we discuss some noteworthy ones out 

of these issues and introduce recent studies to solve these problems.  

In digital holographic display, 3D view is reconstructed following the SBP, and the size 

of image and FOV is related with each other and their product is equal to the number of sampling 

in electro-optical modulators [85]. Since the optical wavelength in visible range is so small in 

comparison with the resolvable size by human eye, huge number of pixels in SLM is necessary 

to reconstruct digital holographic view volume with reasonable dimensions. For example, to 

reconstruct 350 mm by 350 mm image size holographic display with full parallax of FOV of 20 

degrees, we need about 60 gigapixels in SLM. It is too huge number for implementation. Hence 

in digital holographic display, the technique to reduce the required number of pixels in SLM is 

one of the most important issues. Many studies have applied asymmetric optics to abandon 

vertical parallax and these approaches succeeded in decreasing the required SBP significantly. 

Therefore, HPO holography is regarded as a practical solution in current technology. 

The image reconstructed from hologram generally has ‗speckle‘ phenomenon, which 

appears as a high-contrast, fine-scale granular pattern. This phenomenon originates from 

interference of coherent light reflected from rough surfaces [86]. Since digital holography is 

based on the coherence of light, it is intrinsically inevitable. In speckle, the contrast naturally 

depends on the amount of coherence of light, and the fineness of granular pattern depends on the 

numerical aperture of a system. Therefore, to lessen this speckle phenomenon researchers tried to 

decrease the coherence of light and multiplex several images with speckle to obtain averaged 

intensity of them. 
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The ghost is also considered as undesirable phenomenon in digital holography. Originally, 

this word meant the convolution image between small fragment of object field and the whole 

object field [87]. Even though only one part of object field is used to reconstruct the hologram, 

the whole object field appears resulting from their convolution. But now this is frequently used 

to mean a noise which looks hazy in reconstruction image and sometimes it is used to describe 

autocorrelation or twin conjugate of a signal. This is expected to be solved by enhancing the 

quality of light source, optics, and their alignments. 

Another practical problem in digital holography is recording dynamic objects. In real 

applications, it is not easy to record real object fields by an focal plane array (FPA) since the 

visibility of interference abruptly falls down when a movement of object is considerable in 

comparison of optical wavelength and exposure time of the FPA. Since there exists a limitation 

in reducing the exposure time, it is regarded as a more reasonable approach to use a pulse laser 

for recording in a short time [88]. In addition, the turbulence of the air which the object wave 

passes through also arises a problem for recording and there are many studies to correct this kind 

of aberration by an optimization algorithm [89]. In parallel, the methods to generate a hologram 

by computer have been deeply studied and the computation time has been remarkably reduced. 

Hence if the contents for digital holography are generated computationally, it is expected that 

there will be no significant obstruction to achieve it. 

5.3. Status 

Digital holographic display has been studied by many research groups and it is 

meaningful to introduce some remarkable systems. Stanley et al. presented 100 megapixel 

holographic display and they have a record as a system with the largest number of pixels [90]. 

This system is composed of 4 channels, where each channel has one electrically addressed (EA) 
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SLM and correspondent optically addressed (OA) SLMs. One EA SLM has 1 megapixels and 

distributes its information to twenty five OA SLMs sequentially. Hence one channel reconstructs 

an optical field with 25 megapixels and eventually the whole system has 100 megapixels. This 

system is designed to display images with 140 mm by 70 mm size and its horizontal FOV is 5.3 

degrees. 

Another possible approach is to form a view-window [91]. Instead of trying to enlarge 

the viewing angle which accompanies reduction of 3D image size or increase of SLM bandwidth 

requirement, view-window method generates small windows around the observer‘s eyes. 3D 

image is displayed such that it can be observed only through the window. Since each point of the 

3D image is reconstructed only within narrow angular range, the SLM bandwidth requirement is 

much reduced. Although the narrow angular range results in some loss in the resolution of the 

displayed 3D image due to reduced effective numerical aperture (NA), the loss is not perceived 

by the observer since the reduced NA is still larger than that of the observer‘s eye. One drawback 

of this method is that the observer‘s position is fixed where the view-window is generated. 

Hence viewer tracking technology with an optical system to steer the location of the view-

window is additionally required to enlarge effective viewing angle. 

Figure 16 shows the principle of the view-window generation. With an SLM of around a 

few tens of micrometers pixel pitch which is currently available, the maximum diffraction angle 

is given under 1 or 2. When a collimated laser illuminates the SLM in normal direction, each 

point on the SLM diffracts the incident light within this angular range in normal direction as 

shown in Fig. 16(a).  By illuminating the SLM with a converging laser beam, the diffracted light 

converges, generating a view-window as shown in Fig. 16(b). The view-window size is given 

approximately by 2d=d/p where  the diffraction angle, d view-window distance or focal 
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length of the lens for converging illumination,   the wavelength, and p the pixel pitch of the 

SLM. For d=750 mm, =532 nm, and p=30 μm, the view-window size is 13.3 mm which can 

cover a single eye of the observer. When the observer locates his/her eye within this view-

window, large size 3D image can be seen on whole SLM area. Therefore, in essence, the view-

window method enlarges the 3D image size at the sacrifice of viewing angle for a given SLM 

bandwidth. Again the limitation in the viewing angle can be relieved by viewer tracking system. 

In usual hologram, elementary hologram for each 3D image point covers whole area of 

the SLM.  In the view-window method, however, the elementary hologram for each image point 

has limited SLM area due to narrow angular reconstruction range. This type of hologram is 

called sub-hologram. Figure 17 shows the concept of sub-hologram. Unlike the usual hologram 

shown in Fig. 17(a), the range of sub-hologram is limited to the area corresponding to the view-

window as shown in Fig. 17(b). This reduced area contributes to the reduction of the 

computational load. In summary, the view-window method has advantage that large size 3D 

image can be displayed with currently available SLM. The requirement of the view-window 

steering system which is not easy to implement, however, is a drawback. 

Using time-multiplexing, an interesting display system was proposed by Takaki‘s group 

[92]. It is implemented by a digital micro-mirror device (DMD). Since the DMD is a binary 

amplitude modulator, the undiffracted term originated from autocorrelation of a reference and 

the twin conjugate of a signal are optically filtered out. The aspect ratio of reconstructed image is 

determined by anamorphic imaging optics and imaging position is determined by a mechanical 

scanner. Since the DMD used as an SLM represents only binary information, reconstructed 

images are designed to be overlapped with each other to improve the quality of time-averaged 

view. Furthermore, this average is claimed helpful to reduce annoying speckle phenomenon. 
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5.4. Holography synthesis using integral imaging 

Hologram recording of the real-existing objects has been studied for a few decades. By 

illuminating the object with a coherent light and interfering the object wave with a reference 

wave, the hologram of the object can be recorded. After advent of the digital holography which 

uses a CCD as a recording medium instead of holographic film, it has also been possible to 

extract the complex field of the object and apply digital processing [93]. This traditional method, 

however, requires well controlled laboratory environment for recording minute interference 

pattern. Hence it is not possible to capture hologram of a general 3D scene outside of the 

laboratory. This fact is especially severe limitation in the aspect of contents generation for 

holographic 3D displays.  

Recently, active researches have been conducted to relieve this limitation. One approach 

is to synthesize hologram of the 3D scene from multiple perspective images captured under usual 

incoherent white illumination [94]. For a given 3D scene, a number of different perspectives are 

captured by either of camera array or moving camera system. The captured perspectives are 

processed considering corresponding ray directions with suitable phase factors to synthesize the 

hologram of the scene. Another approach is to use integral imaging [95, 96]. Instead of capturing 

multiple perspectives using complicated system, this method captures a set of elemental images 

of the 3D scene using a lens array under the integral imaging principle. The captured elemental 

images are processed to create a number of different sub-images of the 3D scene. Note that the 

sub-image has orthographic projection geometry where the projection lines are parallel. 

Considering this parallel projection geometry, the created sub-images are processed to synthesize 

the hologram of the captured 3D scene. Single capture process and parallel projection lines of 

integral imaging make the hologram synthesis process more efficient and precise.  Figures 18(a) 
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and (b) show an example of the captured elemental images and the sub-images created from 

them. The hologram is synthesized using the created sub-images as shown in Fig. 18(c). Figure 

18(d) shows numerical reconstruction results of the synthesized hologram at various distances. It 

can be observed that each object of a 3D scene is focused at different distance, convincing the 

3D nature of the synthesized hologram. These methods using multiple perspectives or integral 

imaging enable to capture hologram of real-existing 3D scene in outdoor environment like usual 

2D contents capture, which makes it feasible to generate contents for holographic 3D displays. 

However, the holograms synthesized by these methods have generally lower resolution than 

traditional holograms based on coherent interferometer, reserving large room for further 

enhancement. 

5.5. Triangular-mesh based computer generated hologram 

A synthesis algorithm of computer generated hologram (CGH) based on triangle-mesh 

model was introduced [97]. Usual standard software of 3D computer graphics produces 

triangulated mesh data for describing arbitrary 3D curved objects. An example of triangle mesh 

object is shown in Fig. 19. 3D volumetric object is basically composed of a closed set of 

triangles. In practice, for an observer at a specific observation position, a part of triangles in the 

full set of triangles of 3D object can be observed. According to this occlusion effect, the set of 

triangles can be divided into two distinct set of triangles; visible triangles and invisible triangles. 

This algorithmic problem is called visibility problem of 3D object. 

The efficient solution of the visibility problem is provided by graphic card hardware. We 

can exploit the efficient and fast classification ability of graphic card hardware. In Figs. 20(a) 

and (b), the front view of 3D object and the partial set of visible triangles corresponding to the 

front view of the 3D object are presented, respectively. Invisible triangles are not drawn in Fig. 
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20(b). In Figs. 20(c) and (d), a different perspective view of the same 3D object and the 

corresponding set of visible triangles are presented. Graphic card supports almost real time 

processing for separating visible and invisible triangle groups. 

The basic unit of CGH is the angular spectrum representation of a tilted triangle with 

arbitrary direction. After grouping the visible triangles of 3D object for a specific observation 

position, the angular spectrum representation of all visible triangles with their own tilt directions 

are computed and summed up coherently to produce complex 3D image light field. The 

mathematical model of the angular spectrum representation of tilted triangle has been developed 

in ref. [97]. In Fig. 21, a part of triangle-mesh surface with a diffusive surface that is represented 

by subdivided triangulation is shown. For a tilted triangle facet, the angular spectrum 

representation is firstly formulated in the local coordinate of the facet denoted by  , ,x y z   , and 

then the angular spectrum is reformulated in the global coordinate system  , ,x y z  by a rotational 

transformation. The diffusiveness or texture effect of a triangle facet can be realized by phase 

and amplitude encoding on subdivision triangles of a triangle facet.  

In Figs. 22(a) and (b), A CGH synthesis setup and display setup are illustrated, 

respectively. In the configuration of optical Fourier transform, the light field radiated from the 

surface of 3D object is numerically recorded through a Fourier transform lens with a focal length 

of f. As a result, the CGH is equivalent to angular spectrum representation of visible surface of 

3D object. The recorded angular spectrum CGH can be replayed by the same Fourier transform 

system, but the x-axis and y-axis must be inverted in the case of CGH display as shown in Fig. 

22(b). 

The recorded CGH is two-dimensional complex field distribution. Ideally, the complex 

modulator is necessary for modulation of both amplitude and phase profiles of an incident beam. 
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The complex modulator is particularly required for 3D holographic displays. Observation 

simulation results of holographic 3D image of the 3D model shown in Fig. 19 are presented in 

Fig. 23. Observers see the 3D holographic image at different depth planes. It is shown that th 

observed holographic object forms continuously curved surface along the optic axis. 

The triangle-mesh based CGH synthesis algorithm provides very efficient and accurate 

holographic images of 3D objects with continuous spatial extent. With the advent of graphical 

processing unit (GPU), the efficient and fast computation of the angular spectrum of tilted 

triangle became possible. The computation efficiency can be exponentially enhanced with 

scalable implementation of multiple GPU computing machines. 

6. See-through 3D display technologies 

The ultimate goal of a 3D display may be generating a 3D image which is not 

distinguishable from real objects before we touch it. Of course, in the present status, the 

performance of 3D display in expressing 3D image is not good enough yet in reaching to the 

level of providing a realistic 3D image.  However it is not enough just to raise the performance 

of a 3D display in order to meet the ultimate objective. For a seamless assimilation of 3D image 

into the real world, the display device should provide a see-through feature to mediate 3D image 

onto the real world, while the physical layout of the device is not noticeable to observers. 

Recently, augmented reality technology became an actively investigated research field that is to 

combine virtual and real physiological experiences [98, 99]. In augmenting visual sense of a user, 

the objective of augmented reality field is the same as the final goal of 3D display – providing 

perfect virtual image to the observer. In the early stage of augmented reality technology, a 

starting point of augmented reality display device was implementing a see-through display with 

2D virtual images. However, with the development in the electronic and optical devices, 
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researches have been conducted on implementing a see-through display with 3D virtual images. 

In this section, we will overview some important recent reports on see-through 3D displays. 

6.1. Head-mounted see-through display 

Head-mounted display (HMD) is a very early type of see-through display that uses a 

display device attached just in front of a human eye [100]. Despite many disadvantages coming 

from head-worn requirement, it is still popular in some areas because of its easy and cheap 

implementation. Moreover, HMD can readily provide a 3D virtual image by a binocular disparity. 

Because of its long history, it is the most matured technique among augmented reality displays, 

and plenty of investigations have been conducted considering issues to be resolved. Nevertheless, 

further development is needed to commercialize see-through HMD devices. We will review 

some state of the art HMD techniques and efforts to resolve issues in implementing see-through 

HMD devices. 

To implement a light-weighted and compact optical see-through HMD, it is preferred to 

adopt a wedge-shaped prism to fold the optical path of a displayed image to an observer 

[101,102]. Figure 24 shows a typical configuration of an optical see-through HMD using a 

wedge-shaped prism. A wedge-shaped prism labeled 1 guides the light from a display panel to 

show a virtual image to an observer. Three surfaces of a prism 1 are labeled a, b and c 

respectively as shown in Fig. 24. The surface c should be treated with a thin film coating that 

shows transreflective characteristic. The surfaces b and c are designed for total internal reflection 

(TIR) to occur at the surface b for the rays entered through the surface a. The reflected rays are 

reflected again at the surface c by a transreflective characteristic, so the brightness of an image is 

decreased to a certain degree by a reflectance of the surface c. The whole optical path of a 

displayed image through a prism 1 is depicted as a solid arrow in Fig. 24. The shape of three 
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surfaces should be designed to minimize the deformation of a displayed image shown to an 

observer. An auxiliary prism labeled 2 is attached to a wedge-shaped prism to achieve a see-

through property of the system. If the surface d was properly designed, the deformation of an 

image passing through a wedge-shaped prism, caused by the refraction at the surfaces b and c, 

can be compensated by an auxiliary prism. The optical path of a transmitted see-through image is 

depicted as dashed arrows in Fig. 24. Because of a transreflective characteristic of the surface c, 

the brightness of the transmitted image is also affected by the transmittance of the surface c, and 

the transmittance should be determined considering applications and system specifications. With 

this configuration, a virtual image delivered to an observer by consecutive reflections inside a 

wedge-shaped prism can be overlaid on a real world scene shown through a combination of two 

prisms. Adopting freeform surface (FFS) provides a high degree of freedom in designing the 

shape of surfaces of prisms, so the deformation of a virtual image and a real world scene can be 

minimized. Cheng et al. introduced a systematic way to design surfaces of each prism using 

CODE V, and the result was verified by the prototype implementation using FFS prisms [103]. 

They reported achievement of a diagonal FOV of 53.5° and a f/# of 1.875, with an 8 mm exit 

pupil diameter and an 18.25 mm eye relief. Recently, they extended their work to provide wider 

FOV by tiling the system shown in Fig. 24 [104]. Figure 25 shows the concept of the tiled see-

through HMD system. The surface shape of each prism is designed to have continuously 

cascaded FOV. Though the system needs a display device per each tiled prism, FOV can be 

easily widened to a level which is not achievable by tuning of one prism. They implemented the 

prototype with two FFS prisms tiled side by side, and the FOV of the prototype was widened to 

82° × 32° with a small overlapping FOV to remove the vignetting effects at the transition region.  
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The optical see-through HMD using wedge-shaped prism shows that the entire system 

can be light-weighted and compact. However the optical path of a virtual image is usually on-

axis when it enters the observer‘s pupil after consecutive reflections inside wedge-shaped prism. 

Instead of using such configuration, the tilted optical combiner that has optical power can be 

used to implement the off-axis configuration. Figure 26 shows layout of one of the state of the art 

systems with the off-axis configuration proposed by Zheng et el. [105]. Comparing with the on-

axis configuration, the off-axis configuration has an advantage in that it can avoid the ghost 

image caused by multiple reflections inside the combiner. 

One of the difficulties in mediating a virtual image to the real world with the optical see-

through HMD is that a virtual image cannot occlude the real world when it is considered to be 

located between an observer and the real world scene. The usual way to resolve the occlusion 

problem is to adopt an active LC mask to block rays from the real world scene that coincides 

with a virtual image [106,107]. Kiyokawa et al. had conducted a series of work on implementing 

the optical see-through HMD free from such occlusion problem [108-111]. They also adopted an 

LC mask to selectively block the rays from the real world, but they concerned about a problem 

where the real world and the LC mask cannot be in focus simultaneously because of a large 

difference in their locations. To resolve such problem, the LC mask was located between 

symmetrically located two convex lenses with same specifications as shown in Fig. 27(a).  With 

the configuration shown in Fig. 27(a), an image of the LC mask is located at infinity, so the LC 

mask and the real world scene are nearly in focus while the real world scene is maintained 

without lateral or transversal scaling. However there are some disadvantages in adopting a 

configuration shown in Fig. 27(a): The viewpoint of an observer is shifted by an offset of 2(fout + 

fin). Hence the discomfort may arise by a mismatch between real and virtual viewpoints; The 
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upside-down image of real world scene is shown to the observer. In their recent work, Kiyokawa 

et al. implemented a ring-shaped system as shown in Fig. 27(b) to resolve these issues [111]. The 

rays from real world scene pass along a ring-shaped structure before shown to the observer, and 

the optical path is depicted as a solid arrow. The relay optics labeled 2 in Fig. 27(b) inverts the 

real world scene to compensate an upside down problem of a configuration in Fig. 27(a). Then 

the part of the system labeled 1, which is same as the configuration shown in Fig. 27(a), blocks 

selectively the rays from real world scene to provide a proper occlusion. A virtual image 

displayed on the display device is mediated to the masked real world image without an upside 

down problem by the optical combiner before reaching an observer. The ring-shaped structure 

shifts the virtual viewpoint of an observer to the location where an offset to the exit pupil of the 

system becomes the same as the real viewpoint, so the mismatch between the real and virtual 

viewpoints is also resolved. The investigation using the implemented prototype based on this 

configuration reported that more than 75% of people felt an enhanced sense of presence of 

virtual objects. 

Most of the optical see-through HMDs simply combine a virtual image displayed on the 

display device which is usually located near an observer‘s eye. When a point of interest of an 

observer is at a distant object in the real world, the accommodation to a near virtual image and a 

distant real object has large difference, so it is difficult to provide a clear view of combined real 

and virtual images. Introducing vari-focal or multi-focal device for displaying a virtual image 

may resolve such a problem by shifting an image plane of a virtual image to a location where the 

point of interest of an observer is located [112,113]. The major problem in the vari-focal display 

is that it is usually implemented by a time-multiplexed mechanical motion, so the stability of a 

system is not guaranteed and even the flickering can occur in the displayed image. Another 
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approach to this issue is to project pixels of a virtual image directly on the retina of an observer‘s 

eye with a scanned laser beam [114]. However the quality of an image displayed by a scanning 

laser beam is not compatible yet to the ordinary display device. Recently Liu et al. had reported 

an interesting system which implements a vari-focal feature with an electronically controllable 

liquid lens [115]. In the implemented prototype, the liquid lens has a capability to vary optical 

power from -5 to 20 diopters by applying an AC voltage. Combined with a spherical mirror as 

shown in Fig. 28, a displayed virtual image can be shifted to provide focus cues continuously 

from optical infinity to as close as 8 diopters without any mechanical motion. However, if 

multiple virtual images with different locations are to be displayed, the liquid lens should address 

different optical powers simultaneously by time-multiplexing. The operating speed of the liquid 

lens is not so fast yet, so Liu et al. reported that their implementation could address two different 

focal planes up to the speed of 21.25 Hz which can cause a flickering to the HVS. Further 

developments in the electronic devices are required to address multiple focal planes without 

flickering. Hence it is still challenging to resolve the accommodation mismatch problem in the 

optical see-through HMDs. 

6.2. Projection-type see-through 3D display technologies 

Despite its long history, the see-through display based on HMD has many drawbacks that 

make it difficult to be accepted as a commercial product. Basically, the head-worn type limits the 

usage scenario significantly because the displayed contents can be delivered to only one user 

who wears the device. And the use in outdoor is also inconvenient because it is irrational to 

require users to always carry and wear the device when they want to enjoy the contents. Even the 

safety issues can arise from the heavy weight and limited FOV of the complicated structure. 

Hence HMD can be used only for very limited applications where the disadvantage of head-worn 
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type is not a big issue. Instead, the projection-type see-through display is considered as one 

viable candidate for implementing see-through display. The early implementation of projection-

type see-through display was simply to adopt a large-sized optical combiner as a screen and to 

project a virtual image on the optical combiner [116]. A transreflective glass is the most popular 

option for the optical combiner because it shows clear see-through view of the real world scene. 

Though not much time had passed since the projection-type see-through display adopting a 

transreflective glass became a popular research topic, it is already in commercial market. 

Especially, the automobile industry is very active in adopting it as a head up display (HUD) on 

the windshield. Therefore the issues arisen from a non-flat transreflective glass are also explored 

in this area [117,118]. Sometimes a partially diffusive screen is also adopted for the optical 

combiner to enhance the FOV and brightness of a projected virtual image. Though it has a 

drawback that an image of the real world becomes blurred by a diffusive characteristic, it is 

sometimes preferred to a beam splitter because of wide viewing angle. Other than using a simple 

diffusive screen, some interesting ideas have been invented to implement a partially diffusive 

characteristic that can be used for an optical combiner [119-122]. One is an immaterial screen 

constructed by a flow of particles, such as dry fog, which is protected by a large non-turbulent 

airflow [119]. It is unique in that the observers can walk through the screen while the projected 

virtual image is well expressed by scattering of particles. The other one is to use water drops as a 

partially diffusive screen [120]. Because each water drop can be considered as a tiny fish eye 

lens, water drops shows scattering property for the projected image. The usefulness of these 

unique approaches have been investigated for various applications by many researchers 

[121,122]. We will review some recent technologies to implement a see-through 3D display 

based on the methods used for projection-type augmented reality displays. 



 39 

The simplest way to implement a see-through display capable of providing 3D virtual 

image is to use transreflective glass to combine a 3D image from a conventional 3D display with 

a real world scene. One challenge in this configuration is that a real world scene is usually very 

far from the observer in many situations. Hence the adopted 3D display should be able to express 

a 3D image located far from the observer, but the ordinary autostereoscopic displays lack of 

providing such long distance 3D image. Takaki et al. introduced a super multi-view (SMV) 

display system for a 3D display in a see-through display to overcome such a problem [123]. 

SMV display is one kind of a multi-view display that limits the width of each viewing zone to be 

less than the diameter of eye pupil [124]. It is considered that a SMV display can provide an 

exact accommodation cue to a displayed 3D image and also a smooth motion parallax. Figure 

29(a) shows a system configuration proposed by Takaki et al.. The SMV display was 

implemented by a combination of a slanted lenticular lens display and a projection lens. Though 

the application for a windshield display was assumed in their investigation, they used a flat 

transreflective mirror as an optical combiner to exclude the pre-warping issue in their 

considerations. As shown in Fig. 29(b), viewing zones of a slanted lenticular lens array is imaged 

by a projection lens and the width of the entire viewing zone is reduced. Hence the pitch of each 

viewing zone can be reduced to a desired level – less than a diameter of pupil of an eye – if 

parameters of the configuration were properly determined. Takaki et al. reported that their 

prototype provides 36 viewing zones with a pitch of 3.61 mm for each and is possible to 

demonstrate a continuous motion parallax for a 3D virtual image located from 5 m to 50 m far 

from the observer. Though the see-through display combining an ordinary 3D display with a real 

world scene by a transreflective mirror is intuitive and can express even the far virtual image 

with SMV configuration, the entire system is bulky and the size of displayed image is limited by 
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a size of the incorporated 3D display. Though it adopted a transreflective glass from a projection-

type see-through display, it cannot be implemented as a projection-type. In the following 

subsections, we will introduce some ‗projection-type‘ see-through 3D display based on a 

diffusive screen. 

A projection-type see-through display adopting a diffusive screen basically has difficulty 

in providing 3D image because the image plane of a projected virtual image is fixed on a surface 

of the screen. Recently, Lee et al. proposed a system that introduces a depth-fused display (DFD) 

feature to show 3D image with a diffusive screen [125]. DFD is one of the 3D display techniques 

that can provide a 3D depth perception to an observer wearing no special apparatus with 2D 

images on overlapping two or more transparent screens – but generally two screens are enough 

[126]. An observer is restricted to be located at the position where identically rendered 2D 

images displayed on transparent screens are superimposed. Then the depth can be perceived 

pixel-by-pixel from superimposed 2D images by varying the luminance of each pixel of each 2D 

image. If a pixel on the frontal screen is more luminous, the pixel will be perceived to be near the 

observer. In contrast, if a pixel on the back screen is more luminous, the pixel will be perceived 

to be far from the observer. It is considered that an accommodation cue to fused depth perception 

is free from visual fatigue problems of stereoscopic displays [127]. Lee et al. adopted two 

FogScreens for diffusive screens, and they stacked two screens as shown in Fig. 30. They 

demonstrated that the superimposed two projected images can express a 3D volume in between 

two screens, and the fixed single viewpoint of DFD was overcome by using a head tracking. By 

using this technique, it is possible to implement a projection-type see-through display that can 

provide a 3D virtual image mediated to a real world. Even it is possible to walk through the 

screen because it is immaterial, and it can give a degree of freedom in a usage scenario. However, 
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the range where a 3D virtual image can be expressed is limited only between two screens, and 

the use of diffusive screen affects the quality of a real world scene. 

One unique approach in implementing a projection-type see-through display with 3D 

virtual image is to use multiple water drop screens as diffusive screens proposed by Barnum et al. 

[128]. Instead of using DFD scheme, they tried to implement multiple image planes to express a 

virtual 3D image. Simply stacking multiple water drop screens cannot provide independent 

image planes because back plane image is diffused again by frontal diffusive screens. To address 

each image plane independently, time differential projection to each water drop screen is utilized. 

Unlike other diffusive screens, each particle of water drop screen moves continuously and is 

controllable. Hence it is possible to realize a time differential projection with a concept shown in 

Fig. 31. As shown in Fig. 31(a), if water drop from each drop emitter has slight time difference, 

it is possible to independently project water drop from each emitter with an obliquely located 

projector. If the projected image and the drop emitters were properly synchronized, water drops 

from each drop emitter can be addressed independently and the afterimage of water drops can 

show 2D image on each plane. In the implementation, Barnum et al. used a camera for the 

synchronization by calculating locations of drops from a captured image. With this 

implementation, they realized a system with independently addressable three water drop screens 

and 10 drops per second for each. Though they demonstrated only stacked 2D images, the DFD 

feature is readily applicable for each adjacent screen pair, so it is expected that the continuously 

expressed 3D virtual image can be successfully mediated with a real world scene by using this 

system. However this pioneering work is so sensitive to timing and alignment, so the further 

improvement is needed to resolve the stability issue as a commercial product. 

6.3. See-through 3D display using holographic optical element 
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See-through display systems discussed so far demand optical combiners in any form to 

mediate a virtual image to a real world scene. The design and implementation of such an optical 

combiner is not easy, and sometimes it induces limitation in the performance of entire system. 

Holographic optical element (HOE) can be a good alternative to implement a required optical 

combiner in see-through display because holographic recording materials have many useful 

characteristics: it is ordinarily very clear and transparent even after an optical element is 

recorded; it is flexible, so there is high degree of freedom in designing a shape of system; it is 

very thin and lightweight. Though it is popular to adopt HOE for the optical see-through HMDs 

[129], we will investigate only the cases where HOE is applied to a projection-type see-through 

display system. 

The difficulty in constructing a projection-type see-through display system using a 

diffusive screen was that the rays scattered on the diffusive screen lose the directivity, so left and 

right eyes cannot see different images. It means that there is no parallax in a displayed virtual 

image. HOE can be an alternative to an optical screen that can give a freely designed directivity 

to a projected image. Olwal et al. proposed an autotstereoscopic see-through system adopting an 

HOE as a screen that can show different virtual images to left and right eyes of an observer [130]. 

In their implementation as shown in Fig. 32, HOE is recorded to focus projected images from 

two projectors to different locations which are to be viewing zones for two eyes of an observer. 

If the viewing zones were properly designed, each eye of the observer views a virtual image 

coming from different projectors, and 3D image can be perceived by a binocular disparity. As a 

proof of concept, Olwal et al. implemented a system that has only two viewing zones with a 

HOE recorded on an ultra-fine grain silver-halide emulsion with a size of 30 cm × 40 cm. 

Therefore an autostereoscopic virtual image can only be viewed at a single fixed position and the 
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implemented system provides only monochrome image. Theoretically, the concept can be 

extended to a full-color multi-view system by recording HOE to have multiple viewing zones. 

However it will require multiple projectors that should be precisely aligned and the diffraction 

efficiency of HOE will decrease as the number of viewing zones increases. It will be worthy to 

verify a multi-view concept by a real implementation to check usability and limitation. 

Takahashi et al. proposed an HOE that performs a lenticular-lens-like function in their 

series of works to show an autostereoscopic virtual image with a single projector [131-134]. 

Figure 33(a) shows a configuration of their proposed HOE structure which is composed of an 

array of identical grating cells. Each column of grating cell array coincides with each line of a 

lenticular lens. The concept of grating cell was adopted to increase a horizontal angular 

resolution at the cost of a decreased spatial resolution in vertical direction. Each grating cell is 

designed to diffract incident rays to 32 horizontal directions as shown in Fig. 33(b). Therefore 

the HOE can be considered as a lenticular lens that provides 32 multiple views in horizontal 

direction. To display a 3D virtual image using the recorded HOE, a properly calculated image is 

projected to the HOE and it is diffracted to 32 directions. In an observer‘s viewpoint, each 

grating cell of the HOE is recognized as one pixel of a displayed virtual image and the observer 

can view 32 different images changing viewing locations. Takahashi et al. also extended their 

work to realize a curved-lens-array-like configuration to increase the viewing angle of the system 

[134]. Implementing a physical optical structure that shows a curved lens array configuration 

results in a bulky system and a fabrication is usually difficult and expensive. However, it is 

possible to construct such feature as a flat and thin HOE because a direction of diffraction of 

each grating cell can be freely designed. When a center diffracted ray of each grating cell is 

designed to converge into a certain point in horizontal direction as shown in Fig. 33(c), the 
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desired characteristic can be implemented. Takahashi et al. reported that the viewing angle was 

increased from 42° to 74° by adopting such curved-lens-array-like feature. 

6.4. See-through 3D display using concave half mirror array 

Our group has recently proposed a new optical structure called a concave half mirror 

array (CHMA) whose external appearance is a transparent plate [135]. Inside a structure, there is 

an array of concave mirror with a transreflective characteristic as shown in Fig. 34. CHMA does 

not affect optical path of transmitted rays while the optical path of reflected rays are affected by 

a concave mirror array structure inside CHMA. Hence CHMA acts as different optical elements 

to reflected and transmitted light respectively. Figure 34 shows a system configuration that can 

implement a projection-type see-through 3D display based on CHMA. As CHMA is only a 

transparent plate to transmitted rays, it shows a see-through characteristic to a real world scene. 

Because a concave mirror array is a direct alternative to a lenslet array, a setup incorporating a 

projector can create a virtual 3D image by reflection of a projected elemental image. CHMA is 

the only possible method, except for HOE, that can mediate an autostereoscopic 3D image to a 

real world scene by a projection. The fabrication method presented in Ref. [135] is not 

appropriate for usage as see-through display because the implementation cannot be shown as a 

perfect transparent plate to transmitted rays. Hence the fabrication method should be further 

investigated to apply CHMA to a see-through 3D display. 

7. Conclusion 

It is hard to predict which one of outlined technologies will be the next to be a 

commercial product. Though the result completely depends on the demand of market, most of 

market researches forecast that autostereoscopic display and holography will be commercialized 
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in sequence. Those technologies can be categorized according to a principle laid under sampling 

and reconstruction process. As shown in Fig. 35, autostereoscopic display is a method to 

replicate a ray filed created by 3D objects. There are a set of digitized rays that an 

autosterescopic display can express and a ray field of 3D objects is sampled under that set of rays. 

The only difference between integral imaging and multi-view display such as lenticular lens 

exists in a sampling process. Integral imaging samples a ray field from ray source locations while 

multi-view display samples from predetermined viewpoints as compared in Fig. 35(a) and (b). 

Then such digitized ray field is reconstructed when an autostereoscopic display operates. 

Therefore autostereoscpic display is more appropriate to digital devices because various digital 

signal processing techniques developed so far can be applied directly. In contrast, holography is 

a technique to record and reconstruct wave field of a given 3D image and it shows a perfect 

reconstruction of 3D image in principle. However it is more difficult to represent an analog wave 

field with a digital display device, hence its implementation is considered more challenging than 

an autostereoscopic display. 

Despite its easier implementation, autostereoscopy still needs further development in the 

display devices and optics because various quality factors of reconstructed ray field is severely 

limited by system parameters of display devices and optics. Representative quality factors of ray 

field are ray source resolution, angular sampling resolution and viewing angle as shown in Fig. 

35(a). However, with the present status of display device and optics, a satisfactory 3D image is 

not reconstructed by an autostereoscopic display because only a part of ray field can be 

expressed. 

See-through 3D display presents a mixture of ray field of both real world and virtual 3D 

image. It is more future technology and further development is needed to resolve some critical 
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issues. One important issue is an occlusion problem which was described in Sec. 6.1. Without 

appropriate occlusion of real world, reconstructed 3D image will suffer from a translucent 

problem. However, in dealing with 3D image, ray-based mask should be realized instead of a 

simple 2D mask. Hence it is needed to provide so called ―occlusion field‖ in the real world side 

and no methods have been proposed to provide an occlusion field yet. If implemented, it may be 

similar with a ray field generation in principle. A difficulty in implementing a ray-based 

occlusion field is that there is the same limitation as in a ray-field based approach. It means that 

an occlusion field can address only a part of ray field from real world scene and it can affect a 

quality of real world scene. To avoid degradation in a real world scene, the occlusion field 

should cover sufficiently large part of ray field and it requires a further improvement in digital 

display devices than an autostereoscopic display. 

In conclusion, it is still early to expect a commercial product based on autostereoscopic 

or holographic display devices. However we believe that a commercial product of them will 

appear in market shortly because technical issues discussed so far will be resolved in the end 

with continuing research effort and a value chain of 3D display industry is already working. 
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Figure captions 

Fig.1. Number of search results from Google Scholar (http://scholar.google.com). Searching 

was restricted only to title of papers. Queries for each technology were ‗stereoscopy or 

stereoscopic,‘ ‗integral imaging,‘ ‗lenticular lens,‘ and ‗parallax barrier‘ respectively. 

Numbers in 2011 are estimations based on the results obtained on July 2011. 

Fig.2. Depth cues associated with 3D information: (a) psychological cues, (b) physiological 

cues 

Fig.3. Principle of stereoscopic 3D display with LC shutter glasses 

Fig.4. The structure and principle of PR technology 

Fig.5. The structure and principle of AR or SIP technology 

Fig.6. The principle and structure of 3-view lenticular lens 3D display 

Fig.7. Operations of 2D/3D convertible lenticular lens display using patterned electrode 

method: (a) 3D mode (b) 2D mode. 

Fig.8. Operation of 2D/3D convertible parallax barrier display using LC panel: (a) 3D mode (b) 

2D mode 

Fig.9.  The structure and concept of integral imaging 

Fig.10. Display modes of integral imaging: (a) focal display mode, (b) real/virtual display mode, 

and (c) simulation results of reconstructed 3D image in focal display mode and real/virtual 

display mode. For the simulation of focal display mode, 1 mm × 1 mm lens array with focal 

length of 3 mm was assumed. For the real/virtual mode, 10 mm × 10 mm lens array with 

focal length of 30 mm was assumed and the central depth planed is located 90 mm in front of 

lens array. Pixel pitch of display is 0.08 mm × 0.08 mm for both cases. In this figure, 

distortion of reconstructed image at two locations out from in-focus plane is compared. In 
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ISP data, a change in distortion level of reconstructed image can be explored according to its 

location from in-focus plane (View 1) 

Fig.11. Simulation results according to the rotated angle of the lens array on the display device. 

For the simulation, 1 mm × 1 mm lens array with focal length of 3 mm is assumed. A pixel 

pitch of the display was 0.1 mm × 0.1 mm and rotation is counterclockwise (View 2) 

Fig.12. Examples of viewing angle enhancing configuration: (a) tracking method, (b) curved lens 

array  

Fig.13. Spatial multiplexing configuration of projectors for enhancing the resolution  

Fig.14. Examples of depth range enhancing configuration: (a) multiple focal planes of elemental 

images, (b) integral floating display 

Fig.15. View volume displayed by a single SLM. (a) View volume is determined by overlap 

among higher order diffraction terms. (b) It has a wedge shape and its angle represents field 

of view. 

Fig.16. View-window formation in holographic 3D display: (a) Diffracted light does not 

converge. (b) Diffracted light converges to form a view-window. 

Fig.17. Concept of sub-hologram: (a) Usual hologram where whole SLM area contributes to 

reconstruction of each 3D image point. (b) Sub-hologram where only area corresponding to 

view-window contributes to the reconstruction. 

Fig.18. Hologram synthesis using integral imaging: (a) capture set of elemental images, (b) sub-

images generated from elemental images, (c) synthesized hologram, (d) numerical 

reconstruction at various distances (View 3) 

Fig.19. Triangle mesh object 

http://midas.osa.org/midaspre/bitstream/download/72671?key=JDEkN21IM0lybk0kUWRMM1lOYm4zNGptMWt6Nno3cy9NLw==
http://midas.osa.org/midaspre/bitstream/download/72672?key=JDEkcVFwN0VaZUQkWENWMlB2TVZrSWtwekUvdUdybzV1MQ==
http://midas.osa.org/midaspre/bitstream/download/72673?key=JDEkTGtWa011SmMkSEp6N0pFUllUSUhJQ0M5M0lmT25lLg==
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Fig.20. Visibility problem (a) front view of 3D object, (b) the corresponding set of visible 

triangles, (c) perspective view of 3D object and (d) the corresponding set of visible triangles. 

Fig.21. Angular spectrum representation of arbitrarily tilted triangle aperture. A triangle facet is 

sub-divided into several identical triangles on the same plane. Texture effect on a triangle 

facet can be realized by encoding complex numbers on each subdivision triangle. 

Fig.22. (a) CGH synthesis setup (b) CGH display setup 

Fig.23. Numerical results of observation simulation. The observation simulation of CGH is 

performed. The observed holographic images taken at different focal plan are presented, 

respectively (View 4) 

Fig.24. Typical configuration of an optical see-through HMD adopting a wedge-shaped prism. 

Fig.25. System configuration of FOV enhanced optical see-through HMD with tiled wedge-

shaped prisms. 

Fig.26. Layout of an off-axis projection optical see-through HMD system. 

Fig.27. Configuration to resolve an occlusion problem in an optical see-through HMD. (a) 

Creation of occlusion with an LC mask. fin and fout are inner and outer focal lengths of 

convex lenses, respectively. (b) Ring-shaped structure of entire system to compensate shifted 

viewpoint and inverted real world scene. 

Fig.28. Accommodation cue addressable system using liquid lens for a vari-focal feature. 

Fig.29. See-through 3D display system that adopts SMV display. (a) Conceptual diagram of a 

system configuration. (b) Implementation of SMV feature with reduced pitch of each 

viewing zone by a projection lens. 

Fig.30. See-through 3D display adopting DFD feature to show 3D image with a diffusive screen. 

Fig.31. Concept of a multi-layered display with water drop. (a) Side view. (b) Top view. 

http://midas.osa.org/midaspre/bitstream/download/72674?key=JDEkQU51Y3VXdUIkcEl0U1dsdlJaRFVNSktuaWxHRkFLMA==
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Fig.32. Autostereoscopic see-through display adopting HOE and two projectors. 

Fig.33. See-through 3D display adopting lenticular-lens-like HOE. (a) Structure of HOE and 

grating cell. (b) Directions of rays diffracted by one grating cell. (c) Wide-viewing angle 

implementation with a curved-lens-like recording of HOE. 

Fig.34. See-through 3D display system based on CHMA. 

Fig.35. Sampling and reconstruction processes of outlined technologies: (a) Integral imaging (b) 

Multi-view display (c) Holography (d) See-through 3D display. 
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